
PLS-SEM:  The Holy Grail for Advanced Analysis  Matthews, Hair and Matthews  

1  Marketing Management Journal, Spring 2018 

INTRODUCTION 
 
For many researchers, keeping up with 
advanced methods can seem daunting. Learning 
new software along with the application and 
interpretation guidelines can sometimes be 
overwhelming. That is not the case, however, 
with partial least squares structural equation 
modeling (PLS-SEM), particularly using 
SmartPLS 3.0 (Ringle, Wende, & Becker, 
2015). The recent rise in popularity of PLS-
SEM can be attributed, at least in part, to the 
ease of understanding and applying the basic 
analytical tools of the method (Hair, Ringle, & 
Sarstedt, 2011). But learning to apply advanced 
methods such as mediation, moderation, multi-
group analysis and more, is also relatively 
straightforward. 
 
Most researchers are at least somewhat familiar 
with covariance-based structural modeling (CB-
SEM), most often run with the AMOS or 
LISREL software.  Few researchers are aware 
of and understand the fundamentals of variance
-based structural modeling (PLS-SEM). The 
purpose of this paper is to introduce and 
provide an overview of the rapidly emerging 
method of variance-based structural equation 
modeling. In this paper, we first explain the 
differences in variance-based structural 
equation modeling (PLS-SEM) and the 
covariance-based CB-SEM method, and 
therefore the rationale for the selection of one 
approach over another. We then summarize 

several of the more advanced analytical tools 
available when applying PLS-SEM. 
 
PLS-SEM versus CB-SEM 
 
When it comes to structural equations modeling 
(SEM), researchers have a choice of two 
methods: covariance-based SEM (CB-SEM; 
Jöreskog, 1978, 1993) and variance-based 
partial least squares (PLS-SEM; Lohmöller, 
1989; Wold, 1982). A fundamental distinction 
between the two approaches is that CB-SEM is 
based on the common factor model, while PLS-
SEM is based on the composite factor model 
(Hair, Hult, Ringle, & Sarstedt, 2017). With 
common factor models, the analysis is based 
only on the common variance in the data. 
Therefore, the solution begins by calculating 
the covariances between the variables in the 
study and only that common variance is used in 
the analysis (Hair, Matthews, Matthews, & 
Sarstedt, 2018; Sarstedt, Hair, Ringle, Theile, & 
Gudergan, 2016). With the composite factor 
model the constructs and their scores are 
represented by the total variance in the 
indicators, not just common variance that is the 
case with CB-SEM (Hair, Hult, Ringle, & 
Sarstedt, 2017).  In addition, the statistical 
objectives are substantially different between 
the two methods.  Using CB-SEM, the 
statistical objective is to estimate model 
parameters that minimize the differences 
between the observed sample covariance 
matrix, which is calculated before the 
theoretical model solution is obtained, with the 
covariance matrix that is estimated after the 
theoretical model solution is obtained (Hair, 
Sarstedt, Ringle, & Mena, 2012). If goodness of 
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fit is (GOF) demonstrated, the theoretical 
structural model is confirmed. But if GOF is 
not possible the model is not confirmed. In 
contrast, when using PLS-SEM, the statistical 
objective is to maximize the variance explained 
in the dependent variable(s) (Hair, Sarstedt, 
Pieper, & Ringle, 2012a). Thus, the focus of 
PLS is on optimizing prediction of the 
endogenous constructs and not on fit, which is 
the focus of CB-SEM. Moreover, PLS-SEM is 
a variance-based approach and the analysis 
does not start or end with a covariance matrix. 
Thus, a Chi-square type of GOF is not possible. 
  
Determining when the application of each of 
the methods is appropriate is straightforward. If 
the focus of the research is theory testing and 
confirmation (Sarstedt, Ringle, Henseler, & 
Hair, 2014), then CB-SEM is the appropriate 
method.  But if prediction, theory development 
and explanation are the focus of the research, 
then PLS-SEM is the more appropriate method.  
PLS-SEM is somewhat similar, both 
conceptually and practically, to using multiple 
regression analysis (Hair et al., 2011). But 
unlike multiple regression, PLS-SEM can be 
applied to better understanding more complex 
structural measurement and path models. At the 
same time, PLS-SEM and CB-SEM are both 
appropriate for metric data and reflective 
measurement models. But PLS-SEM can easily 
be used with formative measurement models, 
non-metric data (e.g., ordinal & nominal), 
continuous moderators, higher order models, 
when latent variable scores are needed for 
further analysis, and with small sample sizes (N 
Ò 100) as well as large samples (Hair, 
Hollingsworth, Randolph, & Chong, 2017).  
Because it is nonparametric, PLS-SEM also has 
a wider application and greater flexibility in 
handling various modeling situations where it is 
difficult to meet rigorous assumptions, such as 
a normal distribution and homoscedasticity, that 
are typically required with more traditional 
multivariate statistics (Vinzi, Chin, Henseler, & 
Wang, 2010).  Therefore, PLS-SEM is 
appropriate for exploratory research, theory 
development, and prediction.  It can be 
executed on both small and large samples sizes, 
with reflective or formative measurement 
models, and does not assume the data has a 
normal distribution.  Finally, the method can be 
used with metric and non-metric data, 
continuous moderators, secondary data, higher 

order models, multi-group analysis, invariance 
and unobserved heterogeneity, making PLS-
SEM a ñgo toò methodology for researchers.  
 
Mediation 
 
When a third variable, called a mediator, 
intervenes between two other variables, the 
opportunity arises to examine mediation (Baron 
& Kenny, 1986).  Specifically, a change in the 
exogenous construct produces a change in the 
mediator variable, which then produces a 
change in the endogenous construct, and the 
mediator variable dictates the nature of the 
relationship between the exogenous and 
endogenous constructs (Hair, Hult, et al., 2017).  
A crucial prerequisite for investigating 
mediating effects is strong apriori theoretical 
support (Preacher & Hayes, 2008).   
 
The foundation for mediation is a well-
established theoretical relationship (c) between 
an exogenous (Y1) construct and an endogenous 
(Y3) construct (Figure 1) (Preacher & Hayes, 
2008).  Testing for mediation in a model 
requires a series of analyses beginning with 
testing the significance of the indirect effect (a   
b) via the mediator variable (Y2) as seen in 
Figure 2.  If the indirect effect is not significant, 
then Y2 is not operating as a mediator in the 
relationship. However, if (a   b) is significant, 
then the next test is to check the direct effect in 
the mediated model (cô).  If cô is not significant, 
indirect-only (full) mediation has occurred.  
This occurs when the indirect effect is 
significant, but not the direct effect in the 
mediated model.  Alternatively, if cô is 
significant, then partial mediation has occurred. 
When (a   b   cô) is positive, then complementary 
mediation has occurred, but if (a   b   cô) is 
negative then competitive mediation has 
occurred (Hair, Hult, et al., 2017).   
 

FIGURE 1: 
Direct Effect of Exogenous 

Variable on Endogenous Variable 
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FIGURE 2: 
Indirect Effect - Mediation Model 

 

 

 

 

 

 
Mediation has traditionally been executed using 
multiple regression.  Baron and Kenny (1986) 
and more recently the PROCESS approach by 
Preacher and Hayes (2008) both focus on 
multiple regression and examine significance in 
mediation using the Sobel test, which assumes 
the data are normally distributed. The 
advantages of using PLS-SEM for mediation 
are that bootstrapping makes no assumptions 
about the shape of the variablesô distribution or 
the sampling distribution of the statistics, and 
all the mediated relationships are tested 
simultaneously instead of separately, which 
reduces bias (Hair, Sarstedt, Hopkins, & 
Kuppelwieser, 2014).  Finally, mediation 
testing using PLS-SEM can be applied with 
smaller sample sizes while yielding higher 
levels of statistical power compared to prior 
testing methods like the parametric Sobel 
(1982) test. 
  
Path models that include a mediator are still 
required to meet the quality criteria of the 
measurement models. For formative 
measurement models, convergent validity 
(redundancy), collinearity between indicators, 
and significance/relevance of outer weights are 
required (Hair, Hult, et al., 2017).  For 
reflective measurement models, the quality 
criteria include internal consistency reliability, 
convergent validity, and discriminant validity. 
It is important to also confirm that collinearity 
in the structural model is not at a critical level 
since biased path coefficients may incur.  When 
high collinearity exists, the direct effect may 
suggest nonmediation via nonsignificance or an 
unexpected sign change may result in an 
erroneous differentiation between 

complementary and competitive mediation 
(Hair, Hult, et al., 2017).  With complementary 
mediation, the mediated effect (a   b) and direct 
effect (cô) both exist and point in the same 
direction (i.e., the signs are either both positive 
or both negative), while with competitive 
mediation, the mediated effect (a   b) and direct 
effect (cô) are both present and point in opposite 
directions (i.e., a sign for one relationship is 
positive and the other relationship is negative) 
(Zhao, Lynch, & Chen, 2010). 
 
The most common types of mediation are 
simple mediation analysis and multiple 
mediation analysis.  Simple mediation analysis 
is when one mediator variable is specified in 
the structural model. Often times, however, 
exogenous constructs influence endogenous 
constructs through more than one mediating 
variable requiring multiple mediation analyses 
(Hair, Hult, et al., 2017).  The mediators reveal 
the ñrealò relationship among the exogenous 
and endogenous constructs.  Figure 3 depicts a 
model with two mediating variables, Y2 and Y4.  
The direct effect is measured by cô.  But the 
indirect effect of Y1 on Y3 now includes the Y4 
mediator (d   e) in addition to Y2, and the total 
indirect effect of Y1 on Y3 is measured by the 
sum of the two indirect effects (i.e., a   b + d   e).  
Therefore, the total effect of Y1 on Y3 is the 
sum of the direct effect and the total indirect 
effect (i.e., cô + a   b + d   e).   
 
Analyzing all mediators concurrently allows for 
a more thorough understanding of the overall 
effect.  If each mediator were analyzed in a 
simple mediation analysis (i.e., with a 
regression model where all relationships are 
tested separately), the indirect effect would 
likely be overstated due to the correlation of 
one mediator to another (Hair, Hult, et al., 
2017).  When PLS-SEM is used, multiple 
mediation in which all relationships (direct and 
indirect) are tested simultaneously is possible.  
Thus, with multiple mediation the impact of 
one or multiple mediators can be tested 
simultaneously, eliminating the overstatement 
of the correlation associated with each 
mediator.   
 
The steps for processing multiple mediation 
analyses are the same as in simple mediation 
analysis.  The testing process begins with 
examining the significance of each indirect 

Y1 

Y2 

Y3 

a b 

cô 
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effect, and then the direct effect between the 
exogenous and endogenous constructs.  To 
determine the total indirect effect manual 
calculations of the standard error for each 
specific indirect effect may be necessary.  
Using SmartPLS 3.0 (Ringle et al., 2015), 
however, this can be accomplished by simply 
obtaining the indirect effects results of the 
bootstrapping routine and using spreadsheet 
software such as Microsoft Excel.  Finally, to 
calculate the t value of the specific indirect 
effect, divide the specific indirect effect by the 
standard error (Hair, Hult, et al., 2017).   
 

FIGURE 3: 
Multiple Mediation Model 

 

 

 

 

 
 

 
 
 
 
 
 
 
 
Moderation 
 
Moderation (interaction effect) occurs when the 
relationship between two constructs varies 
depending on a third (moderator) variable 
(Henseler & Chin, 2010).  The variation can 
influence the strength or direction of the 
relationship (Baron & Kenny, 1986).  
Moderator variables can be categorical (e.g., 
age, income, gender) and tested by means of 
group comparisons using either PLS-SEM or 
CB-SEM.  Alternatively, with PLS-SEM 
moderators can also be a continuous variable 
(e.g., attitudes about satisfaction, loyalty, 
commitment, brand passion) typically measured 
using multi-item scales (note that continuous 
moderators cannot be used with CB-SEM).  

When including a moderator in the model, the 
variable will appear twice, once as the variable 
itself (main effect) and again as the interaction 
effect (a combination of the main effect and the 
moderator; see Figure 4). Unlike mediation 
where the exogenous construct acts as an 
antecedent to the mediator, in moderation the 
moderator variable and exogenous construct 
interact (Y1*M) at the same level to impact the 
endogenous variable.  This is a multiplicative 
relationship. 
 

FIGURE 4: 
Moderation Model 

 
 
 

 
 
 
 
 

 
 

 
 

 
 

 
 

While several analytical procedures exist for 
estimating the measurement model with 
moderation (e.g., product indicator approach, 
orthogonalizing approach, and two-stage 
approach), the two-stage approach is typically 
recommended. The two-stage approach is able 
to handle both reflective and formative 
moderators and additional exogenous constructs 
in the path model.  Moreover, compared to the 
other approaches, the two-stage approach 
exhibits higher levels of statistical power (Hair, 
Hult, et al., 2017).   
 
The two-stage approach begins by running the 
main effects model without the moderation 
interaction term in the model to estimate the 
latent variable scores (Henseler & Chin, 2010).  
In the second stage, the latent variable scores 
from stage one of the exogenous latent variable 
and the moderator variables are multiplied to 
create a single-item measure to represent the 
interaction term (Hair, Hult, et al., 2017). At the 
same time, all the other latent variables are 
represented by a single item measure (latent 
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variable score) that was calculated in stage one. 
The moderator hypothesis is supported if the 
interaction effect (c) is significant (Hair, 
Sarstedt, Ringle, & Gudergan, 2018). 
 
The results indicate that the value of c 
(interaction effect) represents the strength of the 
relationship between Y1 and Y2 when the 
moderator variable M has a value of zero (Hair, 
Hult, et al., 2017).  However, since many scales 
either do not include a value of zero or a value 
of zero does not make sense, standardization is 
often necessary.  Standardization facilitates 
interpretation as well as reduces collinearity 
among the exogenous construct, the moderator, 
and the interaction term.  To standardize, the 
variableôs mean is subtracted from each 
observation and divided by the variableôs 
standard error (Sarstedt & Mooi, 2014). When 
using SmartPLS 3, the software executes many 
types moderation, standardizes when necessary, 
and produces a simple slope analysis for 
interpreting moderation results. 
 
To assess the impact on the R2 value when the 
interaction effect is omitted from the model, the 

f2 effect size is examined.  The f2 measures the 
extent to which the endogenous latent variable 
is explained by the moderation.  The f2 effect 
sizes of 0.02, 0.15, and 0.35 suggest small, 
medium, and large effect sizes, respectively 
(Cohen, 1988). 
 
Interpreting and drawing conclusions from the 
moderation results can be difficult.   Slope plots 
are typically used as a visual illustration to gain 
a better understanding of the moderation effect.   
Figure 5 displays a two-way interaction of the 
relationship between Y1 and Y2. The horizontal 
x-axis represents the exogenous construct (Y1) 
and the vertical y-axis represents the 
endogenous construct (Y2).  The two lines 
illustrate the relationship between Y1 and Y2 for 
both low and high levels of the moderator 
construct (M).  The low level of M (solid line) 
is one standard deviation unit below the 
average, while the high level of M (dotted line) 
is one standard deviation unit above the 
average.  There is a negative moderating effect 
of -0.80 between the interaction term and the 
endogenous construct. The high moderatorôs 
slope is relatively flat but decreases slightly as 

FIGURE 5: 
Graphical Illustration of Moderation Effect 
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the exogenous variable changes from low to 
high.  Thus, the relationship between Y1 and Y2 
becomes weaker with high levels of the 
moderator construct.  But for low levels of the 
moderator variable, the slope is quite steep and 
the relationship between Y1 and Y2 becomes 
much stronger with high levels of M. To 
facilitate interpretation of the interaction, 
SmartPLS 3 computes and the output displays a 
simple slope plot. 
 
Multi-Group 
 
Multi-group analysis (MGA) or between-group 
analysis is a means of testing apriori defined 
groups to determine if there are significant 
differences in group-specific parameter 
estimates (e.g., outer weights, outer loadings 
and path coefficients) obtained when using PLS
-SEM (Hair, Hult, Ringle, & Sarstedt, 2014; 
Henseler & Chin, 2010). By applying MGA, 
researchers are able to test for differences 
between two identical models for different 
apriori specified groups within the data set.  In 
contrast to standard approaches to testing 
moderation, which examine a single structural 
relationship at a time, MGA via PLS-SEM is an 
efficient way to assess moderation across 
multiple relationships (Hair, Sarstedt, Ringle, et 
al., 2012).   
 
This type of analysis enables researchers to 
identify differences between the structural paths 
of multiple groups. For example, Matthews 
(2017) illustrated how skill discrepancy 
partially mediates the relationship between 
autonomy and cognitive engagement for male 
salespeople, but not for female salespeople. 
PLS-MGA also facilitates a more accurate and 
comprehensive assessment of group differences 
and strategy implementation based on more 
specific outcomes for the heterogeneous groups 
in the data (Matthews, 2017).  Finally, the 
differences identified can be used to highlight 
the potential error if these subpopulations are 
considered a single homogeneous group 
(Schlagel & Sarstedt, 2016). 
 
The first step in conducting MGA involves 
generating data groups that are based on the 
categorical variable of interest (e.g., gender, 
country of origin, age, or income). Once the 
data is subdivided, it is necessary to ensure that 
the sample sizes of the new subgroups are large 

enough (See Hair, Hult, et al., 2014).  
Additionally, the subgroups should be similar 
in size to avoid introducing error (Becker, Rai, 
Ringle, & Volckner, 2013).This involves 
coding the master data file into subgroups that 
can be executed with PLS-SEM (Matthews, 
2017). 
 
While a number of approaches can be used to 
compare the path coefficients of the group 
SEMs, most researchers recommend the 
permutation test (Hair, Sarstedt, Ringle, & 
Gudergan, 2018).  Permutation is non-
parametric and more conservative than the 
parametric test, and controls well for Type 1 
error (Henseler, Ringle, & Sarstedt, 2016). To 
execute the permutation test, the correlations 
between the composite scores using the weights 
obtained from the first group are computed 
against the composite scores using the weights 
obtained from the second group during each 
permutation run (Henseler et al., 2016). 
 
The focus of multi-group analysis is to examine 
the path coefficients of the theoretical models 
for the two groups to determine if they are 
significantly different.  This begins by running 
the model for each group separately, using the 
guidelines set out for evaluation of a 
measurement model (Hair, Hult, et al., 2014, 
2017).  This determines if there are group 
specific differences. Then, it is necessary to 
determine if the difference between the two 
groups is significant, which can be 
accomplished by running the Permutation Test. 
A permutation p-value of less than or equal to 
0.10 indicates a significant difference between 
the two groups being compared (Matthews, 
2017).  
 
MGA allows researchers to determine 
significant differences among observed 
characteristics.  These differences may not be 
evident in aggregate data since significant 
positive and negative group-specific results 
may offset one another resulting in non-
significant relationships (Hair, Hult, et al., 
2017).  Although the path coefficients for the 
subdivided groups will often display numerical 
differences, MGA assists in identifying when 
those differences are statistically significant.  
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Hierarchical Component Models 
 
Hierarchical component models (HCM), or 
higher order models, involve testing 
measurement structures that contain two layers 
of constructs, the higher order component 
(HOC) of the model and the lower order 
component (LOC).  An example of a HCM is 
when lower order components of job 
satisfaction are specified as multi-faceted and 
the higher order component is a single overall 
construct of job satisfaction. Figure 6 displays a 
theoretical HCM for job satisfaction that 
includes the LOCs (lower order components) 
and the HOC (higher order component). In the 
figure, the LOCs represent the first-order multi-
item constructs for job satisfaction, and the 
HOC is the second-order overall (combined) 
construct for job satisfaction. Researchers may 
find the use of a HCM helpful when trying to 
reduce the number of relationships in the 

structural model, making the model more 
parsimonious and easier to understand.  In 
addition, introducing a HCM into a structural 
model can reduce multicollinearity among first-
order constructs, or formative indicators that 
exhibit high levels of collinearity. In either 
situation, the use of HCMs should be supported 
by theory. Note that higher order models can 
also be used with CB-SEM, but the 
assumptions are much more restrictive and 
therefore limit their application with that 
method. 
 
There are four main types of HCMs (Jarvis, 
MacKenzie, & Podsakoff, 2003; Wetzels, 
Odekerken-Schroder, & van Oppen, 2009) used 
in PLS-SEM models (Ringle, Sarstedt, & 
Straub, 2012). The HCM model begins with the 
lower-order components (LOCs), which are 
used to make up the higher-order component 
(HOC) (Hair, Hult, et al., 2017). Each model is 

FIGURE 6: 
Hierarchical Component Model for Multi-faceted Job Satisfaction 
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characterized by the different relationships 
between the LOCs and the HOC as well as the 
indicators with each construct.  The first type is 
the Reflective-Reflective, where the indicator 
measures for the first order components are 
reflective and the measures from the LOC to 
the HOC are reflective (Figure 7).  Type two is 
Reflective-Formative.  For this model, the LOC 
indicators are reflective but the LOC to the 
HOC is formative.  Type three is Formative-
Reflective, such that the first-order indicators 
are measured formatively and the HOC from 
the LOC is reflective.  The final type (type 
four), is Formative-Formative where the 
indicators of the first-order are measured 
formatively and the measures from the LOC to 
the HOC are formative.   
 
When creating the HOC in PLS-SEM, all the 
indicators from the LOC are assigned to the 
HOC using a repeated indicators approach 
(Hair, Hult, et al., 2017).  Therefore, the 
indicators for the HOC x1 to x9 are the same as 

the underlying components LOC1, LOC2, and 
LOC3 in the measurement model. However, 
some issues arise using the repeated indicator 
approach when the model is formative-
formative (type 4) or reflective-formative 
(type 2).  In this situation, when the relationship 
from the LOC to the HOC is formative, almost 
all of the HOC variance is explained by the 
LOC (R2 close to 1.0).  This can be an issue if 
there are other relationships pointing to the 
HOC, as they will have a very small and 
insignificant impact.  Therefore, for type 2 and 
type 4 models, a two-stage HCM analysis 
should be used (Hair, Hult, et al., 2017).  
Similar to the two-stage approach for 
moderation, in stage one the repeated indicator 
approach is used to obtain the latent variable 
scores for the LOCs.  Then in the second stage, 
the LOC constructs and first-order indicators 
used for the HOC are replaced with latent 
variable scores for the LOC from stage one 
(Figure 8).  The two-stage HCM analysis 

FIGURE 7: 
Four Types of Hierarchical Component Models  
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allows other latent variables outside of the 
HOC to explain some of the variance.   
 
When using HCM it is important that a similar 
number of indicators are used for all the LOCs. 
Otherwise, the relationship between the HOC 
and the LOC can be biased due to the 
disproportionate number of indicators (Hair, 
Hult, et al., 2017). Note that the number of 
indicators on the LOCs does not have to be 
equal (as shown in Figures 6 & 7), but should 
be comparable.  Additionally, for the inner PLS 
path model, not all algorithmic weighting 
schemes apply when estimating HCMs in PLS-
SEM.  In particular, the centroid weighting 
scheme should not be used (Hair, Sarstedt, 
Ringle, et al., 2012).  Prior research using and 
explaining HCM models can further assist in 

understanding and explaining the outcomes of 
this technique (e.g., Becker, Klein, & Wetzels, 
2012; Kuppelwieser & Sarstedt, 2014; Ringle et 
al., 2012). 
 
Other Advanced Topics 
 
In addition to the topics addressed above, 
researchers have further opportunities to 
improve their analysis and understanding of 
theoretical relationships.  Measurement model 
invariance, which tests datasets for differences 
in measurement model estimates, is a useful 
tool that should be combined with multigroup 
analysis.  By employing the measurement 
invariance of composite models (MICOM) 
procedure (Henseler et al., 2016), configural 
and compositional invariance can be 

FIGURE 8: 
Two-Stage Approach for HCM Analysis  
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established.  Doing so ensures that variations in 
the path relationships between latent variables 
is a result of the true differences in the 
structural relationships, and is not the result of 
different meanings in the groupsô responses 
attributed to the phenomena being measured 
(Hair, Hult, et al., 2017; Henseler et al., 2016).  
Failure to establish data equivalence using 
MICOM may potentially result in measurement 
error and thus misleading results (Hult et al., 
2008), reduce the overall power of the 
statistical tests, and influence the precision of 
the estimators (Hair, Hult, et al., 2017). 
 
The importance-performance map analysis 
(IPMA), or importance-performance matrix 
analysis, displays the structural model total 
effects on a specific endogenous construct.  The 
total effects of the predecessor variables are 
used to assess each exogenous constructôs 
importance in shaping the endogenous 
construct.  The average latent variable scores of 
the exogenous constructs measure their 
performance (Hair, Hult, et al., 2017) using a 
rescaling technique (Höck, Ringle, & Sarstedt, 
2010).  Combined, researchers can identify 
constructs with relatively high importance 
(strong total effect) and low performance (low 
average latent variable scores) as areas for 
further research.  IPMA can be conducted at the 
indicator level as well to identify and improve 
upon those indicators that are most relevant. 
 
Finally, rather than using a priori characteristics 
to partition datasets into groups, as was 
described in multi-group analysis, tools like 
finite mixture PLS (FIMIX-PLS, Sarstedt, 
Becker, Ringle, & Schwaiger, 2011) or 
prediction-oriented segmentation (FIMIX-POS, 
Sarstedt, Ringle, & Hair, 2017) can be used to 
uncover unobserved heterogeneity.  Since 
sources of heterogeneity in the data arenôt 
always known a priori, identifying and treating 
unobserved heterogeneity allows researchers to 
feel confident about analyzing data at an 
aggregate level (Hair, Sarstedt, Matthews, & 
Ringle, 2016).  Examples of FIMIX-PLS are 
available to aid researchers in the application to 
their own dataset (Matthews, Sarstedt, Hair, & 
Ringle, 2016; Sarstedt, Schwaiger, & Ringle, 
2009).  Failure to consider heterogeneity may 
also result in invalid outcomes (Becker et al., 
2013).   
 

Summary 
 
When analyzing research that requires 
advanced analytical approaches, it is important 
to understand the differences between CB-SEM 
and PLS-SEM, as well as other multivariate 
analysis methods.  Because PLS-SEM has a 
much greater capacity for handling a variety of 
modeling issues and does not impose restrictive 
assumptions (Vinzi et al., 2010), the use of PLS
-SEM is highlighted. For mediation, the 
advantage of using PLS-SEM is the lack of 
restrictive distribution assumptions, the 
flexibility to execute with both formative and 
reflective measurement models, and the ability 
to yield higher levels of statistical power with 
smaller sample sizes, while overcoming the 
limitations of multiple regression approaches 
(Hair, Sarstedt, et al., 2014).  The two-stage 
approach for moderation using PLS-SEM 
exhibits high levels of statistical power and is 
capable of handling both reflective and 
formative moderators when the structural 
model includes other exogenous constructs.  
Multi-group analysis via permutation in PLS-
SEM enables researchers to easily identify 
heterogeneous groups in the data to more 
accurately assess group differences (Matthews, 
2017). Finally, higher order component models 
(HCMs) can be applied with PLS-SEM to 
obtain more accurate solutions for structural 
models exhibiting high multicollinearity.  
 
Beyond these advanced analysis approaches, 
PLS-SEM can: (1) establish data equivalence 
via the three stage MICOM process (Henseler 
et al., 2016) to minimize measurement error, (2) 
identify the importance and performance of 
antecedent constructs to target areas for further 
research (Hair, Hult, et al., 2017), and (3) 
uncover unobserved heterogeneity so structural 
and measurement models can be examined 
either at the individual group level or the 
aggregate level (Matthews et al., 2016; Hair et 
al. 2016).  Therefore, when facing complex 
research models, even though there are a 
variety of multivariate methods available, the 
numerous flexible analysis options, limited 
assumptions, and user-friendliness of PLS-SEM 
make it the ñholy grailò for advanced methods. 
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on distributional assumptions to determine 
standard errors of coefficients. 
 
Collinearity: when two variables are highly 
correlated. 
 
Formative measurement model: a type of 
measurement model setup in which the 
direction of the arrows is from the indicator 
variables to the construct, thus indicating an 
assumption that the indicator variables cause 
the measurement of the construct. 
 
Orthogonalizing approach: an approach to 
model the interaction term when including a 
moderator variable in the model.  This creates 
an interaction term with orthogonals indicators. 
In the moderator model, these orthogonal 
indictors are not correlated with independent 
variable indicators and the moderator variable 
indicators. 
 
Product indicator approach: an approach to 
model the interaction term when including a 
moderator variable in the model.  This approach 
involves multiplying the indicators of the 
moderator with the indicators of the exogenous 
latent variable to establish a measurement 
model of the interaction term.  The approach is 
only applicable when both moderator and 
exogenous latent variables are reflective. 
 
Reflective measurement: a type of measurement 
model setup in which measures the direction of 
the arrow is from the construct to the indicator 
variables, thus the measures represent the 
effects (or manifestations) of an underlying 
construct.  Causality is from the construct to its 
measures (indicators).  
 
 
 
 


